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Summary:
Common Applications in Business: Used to predict a numeric value
(e.g. forecasting sales, estimating prices, etc). 
Key Concept: Data is usually in a rectangular format (like a spreadsheet)
with one column that is a target (e.g. price) and other columns that are
predictors (e.g. product category)
Gotchas: 

Preprocessing: Knowing when to preprocess data (normalize)
prior to machine learning step
Feature Engineering: Getting good features is more important
than applying complex models.

Parameter Tuning: Higher complexity models have many parameters
that can be tuned.
Interpretability: Some models are more explainable than others,
meaning the estimates for each feature means something in relation to
the target. Other models are not interpretable and require additional tools
(e.g. LIME) to explain.

Parsnip (Machine Learning): 

Model List (start here first)
Linear Regression & GLM
Decision Tree
Random Forest
Boosted Trees (XGBoost)
SVM: Poly & Radial

Keras (Deep Learning)
 
H2O (ML & DL Framework)
 

Resources

Business Analysis With R Course (DS4B 101-R) -
Modeling - Week 6
Business Science Problem Framework 
Ultimate R Cheat Sheet | Ultimate Python Cheat Sheet 

R Cheat Sheet

Python Cheat
Sheet

Linear Regression with Multiple Predictors 
Each predictor (term) is interpretable meaning the value (estimate)

indicates an increase/decrease in the target 

Decision Tree (Regression) 
Decisions are based on binary rules that split the nodes and terminate

at leaves. Regression trees estimate the value at each node. 

Scikit-Learn (Machine Learning): 

Linear Regression
GLM (Elastic Net) 
Decision Tree (Regressor) 
Random Forest (Regressor) 
AdaBoost (Regressor) ,
XGBoost 
SVM (Regressor) 

Keras (Deep Learning)
 
H2O (ML & DL Framework)
 

Terminology:
Supervised vs Unsupervised: Regression is a supervised technique
that requires training with a "target" (e.g. price of product or sales by
month). The algorithm learns by identifying relationships between the
target & the predictors (attributes related to the target like category of
product or month of sales).
Classification vs Regression: Classification aims to predict classes
(either binary yes/no or multi-class categorical). Regression aims to
predict a numeric value (e.g. product price = $4,233).
Preprocessing: Many algorithms require preprocessing, which
transforms the data into a format more suitable for the machine learning
algorithm. A common example is "standardization" or scaling the feature
to be in a range of [0,1] (or close to it).
Hyper Parameter & Tuning: Machine learning algorithms have many
parameters that can be adjusted (e.g. learning rate in GBM). Tuning is the
process of systematically finding the optimum parameter values. 
Cross Validation: Machine learning algorithms should be tuned on a
validation set as opposed to a test set. Cross-validation is the process of
splitting the training set into multiple sets using a portion of the training
set for tuning. 
Performance Metrics (Regression): Common performance metrics are
Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).
These measures provide an estimate of model performance to compare
models to each other. 

https://university.business-science.io/
https://tidymodels.github.io/parsnip
https://tidymodels.github.io/parsnip/articles/articles/Models.html
https://tidymodels.github.io/parsnip/reference/linear_reg.html
https://tidymodels.github.io/parsnip/reference/decision_tree.html
https://tidymodels.github.io/parsnip/reference/rand_forest.html
https://tidymodels.github.io/parsnip/reference/boost_tree.html
https://tidymodels.github.io/parsnip/reference/svm_poly.html
https://tidymodels.github.io/parsnip/reference/svm_rbf.html
https://tensorflow.rstudio.com/keras/
http://docs.h2o.ai/h2o/latest-stable/h2o-docs/index.html
https://university.business-science.io/p/ds4b-101-r-business-analysis-r
https://www.business-science.io/bspf.html
https://www.business-science.io/r-cheatsheet.html
https://www.business-science.io/python-cheatsheet.html
https://www.business-science.io/r-cheatsheet.html
https://www.business-science.io/python-cheatsheet.html
https://scikit-learn.org/stable/index.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LinearRegression.html#sklearn.linear_model.LinearRegression
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.ElasticNet.html#sklearn.linear_model.ElasticNet
https://scikit-learn.org/stable/modules/generated/sklearn.tree.DecisionTreeRegressor.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.AdaBoostRegressor.html#sklearn.ensemble.AdaBoostRegressor
https://xgboost.readthedocs.io/en/latest/python/index.html
https://scikit-learn.org/stable/modules/generated/sklearn.svm.SVR.html#sklearn.svm.SVR
https://keras.io/
http://docs.h2o.ai/h2o/latest-stable/h2o-docs/index.html
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